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ABSTRACT

It was shown in 2007 [1] that using pseudo-range

information it becomes possible to fix the ambigpsiton

zero-difference  GPS phase measurements for a global
network. Theoretically, such a solution has the esam

performance and observability as a pseudo-ranggico)
but with measurements errors below 1cm. Thus amitapt
activity has grown on this subject in recent years.

The dual frequency pseudo-range information weel us
fix the difference of the two ambiguities (one aguty for
each frequency) using the Widelane (Melbourne-Wuabpe
four observables combination [1, 4].

The remaining ambiguity is solved in a zero-differe
network solution on the ionosphere free phase coatioin.
The corresponding clocks corrections (GPS satellaad
receivers) correspond to 'phase clocks'. Thes&kslbave
the property of preserving the integer nature oé th
ambiguities when processing the phase measurerotats
isolated receiver. This allows the precise positignPPP)
with integer ambiguity fixing. Since November 20G2ich

constellation clock solutions are available in @¢ES/CLS
IGS analysis centre solution ('grg' solution).

Other approaches were developed in [8], where biase
identified relatively to a reference orbits/clodution (for
example an igs solution), to allow the preservatidrthe
satellite/satellite single difference ambiguitigsuaer level.
Also in [6], Collins presented a unified formulatifor these
kinds of problems (the 'decoupled clock model').

The application to real time solutions is very pising,

because the ambiguity fixing improves drasticallye t
performance of the solutions. This was shown in3]1,The

core of the real-time implementation is a Kalmahefi
working in mixed-mode (with both real- and integatued

phase ambiguities). The filter produces GPS cdasi@h

states (orbits and clocks) with the ‘integer pndipe
Algorithms for user receivers are also introduced.

In order to improve the user ambiguity fixing, the
code/phase biases have been added to the curtetibrso
This allows also being compliant with the paramigggion
used in the IGS real time pilot project in which ESlis
participating since July 2010.

The recent improvements achieved at CNES in thietirea
solution are shown, including user side results. p&sent
several ‘site survey'-type real-time experimentshic
demonstrate an achieved horizontal precision dosk cm
RMS. This is about one order of magnitude bettemth
standard PPP solutions, which rely upon floatindigunty
fixing, and very close to the precision of diffeti@hRTK.

In this article some properties of the related e
characteristics are also shown (evolution of theelgne
biases and possible variations of the code/phase).

Future work and long-term objectives of the demaerest
are outlined.
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1. INTRODUCTION

Integer ambiguity resolution is routinely applied double
differenced GPS phase measurements to achieves@reci
positioning. Double-differencing is very powerfutdause it
removes most of the common errors between thereiffe
signal paths, including biases, making it easieidentify
integer ambiguities. Double-differencing also miizes the
size of the problem to be solved by removing adl tfiock
contributions. This technique is the basis for vprgcise
differential positioning.

Precise Point Positioning (PPP) is an alternatpygr@ach to
perform precise positioning. In this technique, ozer
difference measurements are used in combinatiom wit
precise orbits and clocks for the GPS constellatibhe
performance of the method is directly related t® ¢uality

of these input orbits and clocks, which are comguising
data collected over a world-wide network of stasioRPP is

a very powerful tool, in particular to track movingceivers,
however, until recently it lacked the ability tox finteger
ambiguities.

We have recently shown [1, 5] that it is possildalirectly

fix integer ambiguities on zero-difference phase
measurements. The process is a two steps procedoese
the difference of the two ambiguities (one for each
frequency) is first fixed using the four observabigidelane
combination (Melbourne Wubbena). No geometrical ehod
is needed for this first step (orbits, clocks, reeepositions
...). Then the remaining ambiguity is fixed in a gibb
network solution, using the models and the ionospliiee
phase combination.

Phase  measurements then become unambiguous
pseudorange-like measurements with a few millimetaése
level. In the process, the clocks corrections eelaio the
ionosphere free phase combination are estimate@seTh
phase clocks preserve the integer nature of thdgaitibs
when processing the phase measurements of aneolat
receiver. This allows the precise positioning (PRt
integer ambiguity fixing. Since November 2009, such
constellation clock solutions are available in @€ES/CLS

IGS analysis centre solution ('grg' solution).

The general formulation is first summarized (widela
ambiguity fixing, remaining ionosphere free narramg

ambiguity fixing). The corresponding satellite wlalge

biases are defined, and are shown to be very sbaklelong

durations. The ionosphere-free code/phase biasesalao

defined, and can be estimated in the global salufidhese
code/phase biases are needed to achieve a betlet aidhe

ionosphere-free pseudo-range observables. The temg

stability of these biases is also shown.

Similar biases were defined by other authors [8}], for a
very different purpose. The objective in these igtsids to
reconstruct phase clocks (in order to obtain intege
ambiguities in PPP solution) from a standard cduzgp
global solution, like one of the IGS solutions. Beding on

the stability of the reference clock solution, tabsases may
have different behaviors. In the present formulgtithe
phase clocks are directly referenced to the phase
observables, and are defined without any code/phiases.

1.1. NOTATIONS AND MODEL EQUATIONS

In this paper, we use the following notations:

f2 c c
=—, A =—, A, =—
y f22 1 fl 2 fz

where f; and f, are the two frequencies of the GPS system

and c is the speed of light. For GP$ &nd L, bands,
f, =154f, and f,=120f,, where f;=1023MHz.

Pseudorange or code measuremen®, and P,, are
expressed in meters, while phase measurementand L,
are expressed in cycles.

The pseudorange and phase measurements are maseled

P = D, +bh, +(e+Ar,)

R= D, +bh +yfetnr, W
AL, = Dy#AW  +Ah  —ple+Ar) -A,N,
Where:

- D, and D, are the geometrical propagation distances
between the emitter and receiver phase centefg ahd f,
including troposphere elongation, relativistic efte etc.

- W is the contribution of the wind-up effect (in cgs).

- € is the ionosphere elongation in meters gt This

elongation varies with the inverse of the squarethsd
frequency and with opposite signs between phaseaahel.

-Ah=h —h! is the difference between receivand emitter
j ionosphere-free phase clocksih, is the corresponding
term for pseudorange clocks.

- Ar=r,-1) is the difference between receiverand
emitter j offsets between the phase clocks fat and the

ionosphere-free phase clocks. By construction, the
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corresponding quantity atf, is yAr. Similarly, the
corresponding quantity for pseudorangem% (Time Group
Delay).

- N; and N, are the two carrier phase ambiguities. By
definition, these ambiguities are integers. Unambig
phases measurements are theretqré N, and L, + N, .

These equations take into account all the biasleseteto
delays and clocks. The four independent parameters
Ah,AT,Ah,, A7, Are equivalent to the definition of one clock

per observable. However, our choice of parameters
emphasizes the specific nature of the problem butif/ing
reference clocks for pseudorange and phase, (and Ah)

and the corresponding hardware offse&r’g and Ar).

These offsets are assumed to vary slowly with timigh
limited amplitudes.

1.2. GENERAL OVERVIEW OF THE METHOD

The key characteristics of the method are sumnthrize
hereafter.

According to [1, 5], the measured widelaﬁgv (also called
the Melbourne-Wibbena widelane) can be written as:

<Nw>:NW+#i_ﬂj 2

where N,, is the integer widelane ambiguity/j is the
constant widelane delay for satellite 4 is the widelane
delay for receiver i (fairly stable for good geddet
receivers). The symbo{ ) means that all quantities have

been averaged over a pass.

Integer widelane ambiguitieN,, are then easily identified
from averaged measured widelanes corrected follitate
widelane delays. Once integer widelane ambiguiligs are

known, the ionosphere-free phase combination can be
expressed as

Qc:Dc+/1cW+h_hj_Ach (3

L, — +
by ’12([‘5 NW) is the ionosphere-free
Y-

phase combination computed using the knowi,,
ambiguity, D, is the propagation distanch is the receiver

where Q, =

clock, hlis the satellite clocN; is the remaining

ambiguity associated to the ionosphere-free waggfen
. (10.7 cm).

The complete problem is thus transformed into alsin
frequency problem with wavelengll, and without any

ionosphere contribution.

Many algorithms can be used to solve equation (& @
network of stations. ID¢ is known with sufficient precision
(typically a few centimeters, which can be achieusihg a
good floating ambiguity solution), it is possibleo t

simultaneously solve fcN, , b andh! .

The properties of a such a solution have been edudti

details. A very interesting property of tth! satellites
clocks is, in particular, the capability to dirgctlix the
N, values of a receiver which has not been part ofrthial

network [5].

2. REAL TIME IMPLEMENTATION OF THE
METHOD

As shown in figure 1 our PPP approach involves the
following steps:

- On the network side, raw data are collected,-aéference
widelanes are fixed for each receiver, then N1 guoibies
are fixed for the network and ‘integer’ clock bysgucts are
generated and broadcast to users.

- On the user side, zero-difference widelanes iaesl f and
then ‘integer’ clocks are used to fix N1 ambigistiend to
estimate the stochastic position of the receiveading to
“absolute” centimeter level PPP.

PPP-like compact representation
—
k, clock

Raw measurements
GPS orhits
4y, clocks

widelane fixing
(sliding window)

Raw measurements
( fixed)

Network raw
data flow
Kalman filter

N, fixing and posifion
estimation

widelane fixing

(sliding window)

Precise trajectory

Raw measurements
(9w fixed)

Kadman filier
(mixed floatrinteger for N;
in

clocks/lorbits corrections
computation

Network side (orbit and clock estimation) User side (ppp trajectory)

Fig. 1. Integer PPP diagram

We will now show how these operations can be peréatin
real time.
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2.1. REAL TIME WIDELANE AMBIGUITY FIXING

Zero-difference widelane integer ambiguity fixing based
upon computing the Melbourne-Wibbena widelane from
raw measurements and subtracting predefined seselli
biases. In order to reduce measurement noise, enagiuag
over some time period is required.

In the real-time process, this is obtained usingliding
averaging window. The drawback of this method &t the
integer widelane is only known after a certain permf time
(equal to the length of the window). The optimahdow
length is thus the result of a trade-off between dilay of
the estimation and the success rate of the ambifixiing.

This success rate is also highly correlated tocthality of
the pseudorange measurements, which is itself tfirec
related to the elevation angle. This is the reasby we
consider two options, one which includes all avdéa
measurements, the other which only deals with
measurements with an elevation above 30°.

Indeed, when a user turns on his receiver, itkislyi that a
few satellites will be seen at high elevation asgbnd thus
are in a better configuration in term of pseudoeangise.
On the other hand, on the network side, and in eqed
mode, new satellites always appear with low elevati
angles. Thus different window lengths should beduseuser
mode and in network mode.

Figure 2 shows statistics of widelane fixing withrious
window lengths (between 5 minutes and 1 hour) amdaf
representative set of 30 stations, compared tofererece
post-processed solution.

Wide-lane fixing success rate (1Hz, 30 stations)

100,00%

95,00% +——{

90,00% +——{

85,00% -

80,00% -

O Elevation > 30°

M All elevations
75,00%

5 10 15' 30 1h

Sliding window size

Fig. 2. Wide lane fixing success rate

Our experience shows that 30 minutes and 5 minates
good window lengths for widelane fixing, for contaonary
receivers, for low and high elevation angles retypely.

In the following paragraphs, we will assume thae th
widelane is fixed during preprocessing, and we foitlus on
real time N1 fixing and integer clocks generation.

2.2. REAL TIME NARROWLANE AMBIGUITY
FIXING

An extended Kalman filter is used to compute thecks

over the network. The parameters estimated inittez aire
detailed in the following table:

Table 1: Kalman filter parameters

. Typical
Parameter nature Quantity number
satellite phase clock 1 per satellite 34
station phase clock 1 per station 50
code/phasg satellite clogk 1 per satellite 34
bias
code/phas_e station clock 1 per station 50
bias
zenith troposphere delay 1 per station 50
station coqrdlnates 3 per station 503
corrections
satellite orbit correctiong . N
(R.T.N) 3 per satellite 34*3
Phase ambiguities 12 per station 50*12
(max)
1070

The filter is fed with ionosphere-free pseudoraagd phase
measurements with measurement noises of 1 m amd 1 ¢
respectively. With a global network of about 50tistzs
there are about 500 phase measurements and 500
pseudorange measurements at each time step. Taestém
can vary from 5 seconds to 5 minutes.

The parameter model noises are set to the followalges
(for a 5 min sampling):
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Table 2: Filter model noise

Parameter nature Value Comments
Phase satellite clock 00 Purely stochastic|
Phase station clock 00 Purely stochastic
Code/Phase satellite clock
) 1 mm
bias
Code/Phase station clock
. lcm
bias
Zenith troposphere delay 1 mm
Station coordinates (X, Y, 0 Coordinates are
Z ITRF) setto 0
satellite orbit (0, 4 mm, | Radial correction
corrections(R, T, N) 2 mm) issetto 0
Ambiguities are
constant during a
pass (initial
Phase ambiguities 0 covariance set to
10 m at the
beginning of the
pass)

As the primary focus of the test is to evaluate ghecision
with which satellites clocks can be estimated ial-tene
using the zero-difference ambiguity fixing techregqu
stations coordinates are not estimated in therfitteey are
set to their ITRF 2005 values.

The real-time N1 integer ambiguity fixing is penfoed
directly by the main Kalman filter. This filter wks in the
floating domain for all its parameters except fN;
ambiguities which are set to their integer valueeothey are
known with enough confidence.

At the beginning of a pass, neitt N,, nor N; are known,
so the covariance of the ambiguity is set to atiainvalue
(typically 10 m), and the filter works in floatingode. After
30 minutes, the preprocessing module fiN,, to its integer
value. N; can be then fixed in the filter. At this stage, 2
different configurations may arise:

1) The pass is between a satellite and a statioratieat
already linked by other measurements with fixed
ambiguities (fig 4). Because of the implicit closwf

the equations the covariance N, is already close to the
phase measurement noise (typically 1 cm). In thisec

N, should be already close to an integer, but not yet

fixed. It is then fixed to this integer value.

2) The new pass is not constrained by other fixed
measurement: N; can than be set to any integer.

GPS01 GPS 02

Passes alread
fixed

I New pass not fixed, but
<« with small covariance,

I should be fixed to the
nearest integer

Station 01 Station 02

Fig. 3. Connected ambiguities

The choice between the 2 configurations is condubte a
network connectivity test.

The ambiguity fixing process is performed by addiag
constraint equation to the filter (new measuremeith a

noise equal to 0). The fixing of one ambiguity ¢epact the
whole network. It can trigger by continuity the ifig of

other ambiguities not fixed yet.

At each time step, we select in our state vectersiftellite
clocks whose covariances are close to the phase
measurement noise. These clocks are said to begént
clocks while the others are ‘floating’ clocks.

2.3. REAL TIME ORBITS CONSTRUCTION

Despite the recent improvements in IGU orbits dqudli3],
it is not possible to use these orbits directlythaiit
estimating corrections, the main reason being #gratled
quality of orbits during the eclipsing seasons.

The Kalman filter has the possibility of estimatingbits
corrections, defined in a local reference framehds been
shown that this technique can actually improvetsruality
and ambiguity resolution success rate [3]. The temk of
this technique is that the process is complex, time
consuming, and may lead to some instabilities, @afe
when the stations network is not dense enough.

The chosen solution is a trade-off between complexid
robustness. It consists of starting a new instafitkee
Kalman filter for orbit corrections computation, son as a
new IGU file is available. This ensures the robesgof the
solution, since the orbit solution always startthia
observation phase of the IGU, which is of good ifyal o
avoid as much as possible the computation burden, a
sampling period of 5 minutes was chosen for thierfi

The final real-time orbits construction consistusing the
corrected IGUs and to mix them with the older onsimng a
weighting factor varying linearly from 0 to 1 ovar6 hours
interval.
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The process used to construct real-time continodbiss is
described in figure 4.

Observation phase (1 day) Prediction phase (1 day)

IGU#1 (h)
6 hoursl 18 hours

+ t
\ i Effective real-time period

Effective real-time period

IGU #2 (ht6) Weight

Effective real-time period

IGU #3 (h+12)

Real-time continuous orbit

Fig. 4: real-time continuous orbit construction

2.4. HIGH RATE CLOCKS GENERATION

After having computed the real-time orbit, a lastiidan
filter is used. In this part of the process, orbitsrections are
not estimated. The filter runs at the maximum aldéd rate,
the rate of the measurements, which is typicallgd€onds.

2.5. REAL TIME STATE SPACE REPRESENTATION

A standard state space representation consistslymiain
orbits and clocks as defined in a sp3 file for eglnfll]. In
[1], we have proposed to add new quantities, adajatehe
method. However, in order to benefit from the fuditential

of the method, we need to refine the nature of ehes
quantities.

Long term evolution of widelane clocks

Figure 5 shows the evolution of the widelane clooker
one year, for the block IlA satellites (upper platyd for the
block IIR satellites (lower plot). The lower pldi@wvs very
stable clocks, while the upper plot shows more jsimp

NANU 2008123 NANU 2008/137

blocs IIA MW-Widelane biases evoldtion (yeqr/2008)

50 160 150 200 250 300 350 a00
Day

Fig. 5: One year evolution of widelane clocks

Important variations are always correlated to alkta event
(identified in a NANU). Despite these important iadons,
it is safe to consider that a constant daily vatusufficient
to represent these clocks evolutions. It also seawis
necessary to introduce a covariance parameter iatsmbc
with these quantities.

Long term evolution of pseudorange clock and phase
clock difference

The difference between pseudorange and phase clocks
th —h' has slow and limited variations, as shown by

direct comparison of code and phase residualsé$ is the
reason why we estimate directly this bias in thdniéen
filter instead of directly estimate separate pseadige
clocks, along with phase clocks. It allows to finélne the
model noise of this offset according to the acemdlution
of this bias.

Figure 6 represents the evolution over one yeathef
satellite part of these clocks bias (whpJ —-h! term in the

equations). The block IIA and block IIR have been
separated. The continuity of phase clocks has been
maintained (expect for the eclipsing block IlIA dtscparts,
which have been removed).

blocs IIA pseudorange—phase biases evolution (year 2008)

o 4 on

NarrowLane Cycle
|

1
&

(’) 50 100 150 200 250 300 350 400

blocs IIR pseudorange—phase biases evolution (year 2008)

|
T

NarrowLane Cycle
o
i

|
PEL S

=)

50 100 150 200 250 300 350 400

Fig. 6: One year evolution of pseudorange-phase kia

We remark that, although these biases seems toehe v
stable, and can be considered constant on a dasig,their
long term variations can be far above one narrow leycle
over one year for both block IlA et block IIR sétek. This

is the reason why these biases can not be neglecten:
state space representation (phase clocks and psegdo
clocks can not be assimilated to the same quaatityhe
long term). We can decide to transmit either thimeged
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phase pseudorange biases, or the reconstructedqgraege
clocks, which can be expressed using the folloveiggation:

hy = n o+ [h-n)
p —— p
) — phaseclock ) ——~——— )
filtered pseudorangclock estimatecpseudorang phasebaises

The resulting quantity is equivalent to the pseadge clock
of our model, but smoothed by the model noise eftias. It
is also equivalent to the clock computed with andéad
model (a pseudorange clock smoothed by the phidse)he
one available in IGS sp3 file for example. This gexy
ensures an ascending compatibility for the new mquese
clocks and widelane clocks are seen as ‘complemewes
the standard model.

It is also proposed to broadcast the formal conageof the
pseudorange and phase clocks.

Complete representation

The updated real time state space representatigives in
Table 3. Modifications to the standard model aghhghted
in orange. The importance of a phase clock cortiinui

indicator is addressed in [2].

Table 3. Real time state space representation

Nature Quantity Occurrence

GPS 3+1 value/satellite
Orbits + (same definition as| Each epoch
covariance | IGS/sp3 standards

hi
hp 1+1 value/satellite
Pseudorange (same definition as| Each epoch
clocks + IGS/sp3 standards
covariance
’uemi
clock)
hJ'
Phase clock| 1+1 value/satellite Each epoch
+ covariance
Last phase
clock 1 value/satellite Each epoch

discontinuity

2.6. USER RECEIVER PROCESSING

The user’s receiver positioning is performed byeatended
Kalman filter. The estimated parameters are:

- The receiver clock.

- The receiver position.

- The zenith troposphere propagation delay.
- A floating/integer ambiguity per pass.

Like in the network clock solution, N1 ambiguitiage fixed
‘on the fly’, once the integer ambiguity for Nwkaown. An
efficient way to determine if the position is idiied with
fixed measurements or not is to test its covagaimcthe
filter.

The different phases of the high precision positign
process are presented in figure 7. It is assumaddiwring
the initialization phase, the receiver is not magyifstatic
phase).

The position is initialized using a pseudorangeutimh.
Then measurements are processed with ambiguities
estimated as real numbers. When the formal covegiar

the position is small enough, ambiguities are eatald as
integer numbers and kinematic positioning is turnadthe
position model noise is set to a large value infilter). No

fast initialization algorithm is implemented yet.

First fix (1m)

/ , GTL1 HPPS 3D, error

—— True error
—— Formal covariance

RMS=1-15cm

T /s T T ape S0 2 | 280 | aoo | aso
I Epoch (30s,

7
Integer ambiguity resolution l

sStatic | Kinematic

I |
Fig. 7. User initialization and kinematic modes

Typically the initialization phase lasts between dfd 90
minutes. This rather long initialization time isethmain
drawback of the method. It is a consequence ofstbely
moving geometry of the satellite. It has been caméd by
other authors [7, 9], using other integer estinmatieethods
like the Lambda method [14].
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3. EXPERIMENTAL RESULTS

In order to validate the pertinence of the methddtual
real-time, CNES has started the development ofl adale
demonstrator.

3.1. SYSTEM SIDE ARCHITECTURE

Figure 8 describes the architecture of the systiedm af the
demonstrator. It is in charge of:

1) collecting network measurements
2) computing state-space products
3) disseminating them over the network

A ftp interface is used to retrieve IGS measuresanmt a
daily basis to compute widelane clocks, and on ho6r
basis to compute real-time orbits. An NTRIP inteefa
associated with the BNC tool [10], is used to ailieetwork
measurements in real time. It is estimated thatatency of
these measurements is about 2 or 3 seconds orgavéitze
GNSS engine processes these data and outputs dtee st
space representation described above. The produethen
disseminated over the internet, on a web serveraddRIP
caster, either using a modified RTCM message @ctir in
plain text. The current sampling rate is 10 secowthdle the
overall average latency is estimated between 6Gsec8nds.

Network

Analysis

NTRIP

168 CASTERS UNEE
SERVER

Dissemination
(2-3 sec latency)

X,Y,Z,H, Hw, Hp-H
FTP ENC
(€1, P1,P2,11, 12 Real-time
(23 sec latency)
WideLane clock Hwr
Daily computation

Overall latency
6-8 sec

GNSS engine

Kalman filter
Real-time continuous % Y-Z ¢ )

6 hours orbit construction
stations/
satellites
configuration

Fig. 8. System side demonstrator architecture

Computation: 2 sec

3.2. USER SIDE ARCHITECTURE

The architecture of the user side of the demorwstrist
described in figure 9. State space representasiordeived
from a NTRIP caster (or from a web server). Theldua
frequency observables are read directly from theallo
receiver.

2 ‘ ™ State space representation
1 USER
NIRTP WEB RECEIVER
CASTER SERVER
Real Time
Measurements Precise trajectory
1,02, P, P2, 11,12
BNC FTP
Integer PPP
algorithms

X, Y, Z, He, Hw, Hp-He

Fig. 9. User side demonstrator architecture

The integer PPP algorithms use the same Kalmamn &k
the network side. In this case, satellite cloclksrat
estimated, the receiver position is estimated atste

3.3. EXPERIMENTAL RESULTS FOR REAL TIME
STATE SPACE GENERATION

Network

The goal of the first experiment was to evaluate dbality
of the orbits and clocks. Data were downloaded fGRZ
and the NrCan NTRIP Casters [10, 16], during onge (d4
July 2010), for the network of 50 stations dispthga figure
10.

Fig. 10. NTRIP Network
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Orbits

Figure 11 shows the difference (expressed in tba lorbital
frame) between the resulting orbits and 1GS firrhite [15]
over one day. The average error is about 4 cm RRS 3
equivalent to what was obtained previously in rgpteode

3].

Radial error (RMS = 1.29 cm)

50 100 150 200 250 300

Along—track error (RMS = 3.33 cm)

S0 100 150 200 250 300
Cross—track error (RMS = 2.54 cm)

50 100 150 200 250 300
Epoch (300 s)

Fig. 11: real-time continuous orbit quality (1 day

Pseudorange clocks

Pseudorange clocks are compared to the IGS firalksl
[15]. In order to account for the absolute natufethese
clocks, one common bias is removed per epoch. Reard
also corrected for radial orbit differences. Thpidtgl RMS
error is 5 cm, which is close to the state of thefar this
kind of products [12]. No gain was expected fromr ou
method because pseudorange measurements are thwolve
the computation (by opposition to a pure phase kcloc
computation). The ‘integer’ property of these cledk also
lost in the computation.

Pseudorange clock error (RMS = 0.190 ns, SIG = 0.072 ns)

0.!

0 ' ' ‘50' ' Iﬂlm‘ ' I1é0' ' IZADI ' ‘2;0' ' I300
Epoch (300 s)

Fig. 12. Real time/reference pseudorange clocks

comparison (1 day)

Phase clocks

The comparison of phase clocks with IGS clocks is
somewhat more complex. As phase clocks are intetulbd
used as the same time as ambiguity estimationrferpged,

it is legitimate to remove both a common bias gech and

a bias per contiguous satellite clock segment. Resue
again corrected for radial orbit errors. The RM$oemn
phase clocks is below 1 cm. At this level of priecisuser-
side integer ambiguity resolution and associate® RRe
easy to obtain.

Phase clock error (SIG = 0.73 cm, 0.024 ns)

—T T — T —T —T—
0 50 100 150 200 250 300
Epoch (300 s)

Fig. 13. Real time/reference phase clocks comparis¢l
day)

3.4. EXPERIMENTAL RESULTS FOR REAL TIME
PPP

Positioning performance in replay mode was presente
[3]. It was shown that sub-centimeter positioniraglaacy
can be achieved in real-time.

In 2010, an experiment was conducted to evaluag th
performance of the demonstrator in actual real time
conditions. For this purpose, the demonstrator besn
running since December 2009 in a ‘limited’ modegttis
with a reduced set of stations located in Westennoe
(figure 14). The test receiver to be positionedG$L1,
located at CNES facilities in Toulouse, France.
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Fig. 14. User-side experimental network

The positioning precision for GTL1 is shown in figul4.
Horizontal position errors are below 1 cnRMS
.Instantaneous horizontal errors rarely exceed 2 T¢iis
solution is fully operational. It significantly tperforms
standard dual-frequency PPP (by nearly an order of
magnitude).

Real time user position error with integer ambiguities (GTL1)

20

vert (RMS = 3.30 cm)
15 east (RMS = 0.89 cm)
north (RMS = 0.99 cm)

—T —T—T
0 500 1000 1500 2000 2500
Epoch (30 s)

Fig. 15. User-side positioning results

4. AVANTAGES AND DRAWBACKS OF THE
METHOD

Table 4 summarizes the advantages and drawbackseof
method. The standard PPP method is a global ofeaNaw
precision, the RTK method is a local one with ahhig
precision. CNES ‘Integer’ PPP method is globalhvéathigh
precision. Its main drawback is the convergenceetim
equivalent to that of PPP, which is not surprising.

Table 4: Methods comparison

PPP RTK CNES Integer
2-frequencies lor2 PPP
frequencies| 2-frequencies
Geometry Global Local Global
<50 km
Convergenc¢ Convergence :JConvergencg: Convergence :
time (TTFF) ~30cm ~1lcm: ~1lcm
kick start: 1 minj  1-5 min kick start: 1 min
static: 15 min static: 30 min
dynamic: 30 mir} dynamic: 90 min
Horizontal 10-50 cm ~1lcm ~1lcm
precision

5. CONCLUSION AND FUTURE WORK

In [1] a method to fix integer ambiguities on zelifference
GPS measurements over a network of stations was
introduced. The GPS integer phase clocks estimdteitig

this process can then be used by any receiverdeutdithis
network for improved accuracy PPP.

This zero-difference integer fixing method has bsérce
extended to real-time, and tested successfully avglobal
network. We have shown that resulting integer pltdseks
have a precision better than 1 cm. We then denatpstthat
these clocks can be used by any receiver to perédasolute
real time kinematic positioning with about 1 cm aecy. A

full scale demonstrator using this method is under
development. It has been running operationally dimaed
Western European network since December 2009.

Although initialization of the ambiguity resolutidiiter in
the user receiver can be rather long (close to ur)hand
still needs to be improved, some potential appboat
already emerge. These applications include presise
survey, earthquakes monitoring, meteorology, ostaife
positioning (buoys, oil rigs).

In 2010, CNES joined the Real Time IGS Pilot Projdhe
main objective is to process data from the reaktil®S
network to compute and disseminate ‘integer’ prégloo an
pre-operational basis to demonstrate the poteotiaiteger
clocks for user PPP. This should help support sapgsal
for the evolution of the RTCM standard in ordeatlow the
dissemination of phase-code biases and clocksoltld be
noted that with the current RTCM standard a workatb
would need to be found to broadcast the differdotkc
solutions needed by our method.
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